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Artificial Intelligence and Existential Threats
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What I was taught by Al Pryor

“Artificial intelligence is mostly
artificial and not very intelligent.”
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We are in a data-driven, computationally intensive AI era
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Industries threatened by AI and LLMs (Felten, Raj, and Seamans 2023)
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Occupations threatened by AI and LLMs (Felten, Raj, and Seamans
2023)
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But AI as a professional threat is not new

“The most profoundly depressing of all
ideas about the future of the human
species is the concept of artificial
intelligence.” (Lewis Thomas,
M.D. New England Journal of
Medicine, February 28, 1980
(“Artificial Intelligence” 1980))
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What is artificial intelligence?

The field of artificial intelligence (AI) officially started in 1956, launched by a
small but now-famous DARPA-sponsored summer conference at Dartmouth Col-
lege, in Hanover, New Hampshire. . . .From where we stand now, into the start of
the new millennium, the Dartmouth conference is memorable for many reasons,
including. . . the term ‘artificial intelligence’ was coined there. . . .(Bringsjord and
Govindarajulu 2022)
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What is AI?

Though the term ‘artificial intelligence’ made its advent at the 1956 conference,
certainly the field of AI, operationally defined. . . was in operation before 1956.
(Bringsjord and Govindarajulu 2022)
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Precursors of AI: Gottfried Wilhelm Leibniz
When controversies arise, there will
be no more need for a disputation
between two philosophers than there
would be between two accountants
[computistas]. It would be enough
for them to pick up their pens and
sit at their abacuses, and say to
each other (perhaps having sum-
moned a mutual friend): ‘Let us
calculate.’ (quoted in (Bringsjord
and Govindarajulu 2022))

a

aWikipedia
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What is in a name? Herbert Simon

What if instead of “artificial
intelligence” we said “complex
information processing”?

“What’s in a name? That which we call a rose, by
any other word would smell as sweet.” (“Romeo
and Juliet”)

a

aWikipedia
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My thought

The term “Artificial Intelligence”. . .

. . . is marketing
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What is AI?1

Human-based Ideal Rationality

Reasoning-Based Systems that think
like humans.

Systems that think rationally.

Behavior-Based Systems that act
like humans.

Systems that act rationally.

1(Bringsjord and Govindarajulu 2022)
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AI or not AI?
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AI or not AI?

John McCarthy: “As soon as it
works, no one calls it AI anymore.”
(Mitchell 2019)

a

aThe Independent
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What is “Artificial”?

Created by humans through engineering processes
Training pigeons to recognize cancerous cells in histology slides (Fry 2019, 79) would not
be artificial
Nor would training dogs to recognize GI cancers through smell
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What is “Intelligence”?

Multifaceted and complex cognitive ability that encompasses various mental faculties.
Capacity to acquire, process, and apply knowledge to:

reason, solve problems
abstract, conceptualise, comprehend
make decisions
adapt to new situations
learn from experiences
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What is “Intelligence”?

Intelligence can manifest in various forms:
logical-mathematical intelligence
linguistic intelligence
spatial intelligence
emotional intelligence
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What are brains good for?

What, then, is the role of the biological
brain. . . .It is expert at recognizing patterns,
at perception, and at controlling physical
actions, but it is not so well designed. . . for
complex planning and long, intricate,
derivations of consequences. It is, to put
it bluntly, bad at logic and good at
Frisbee. (Clark 2003)

a

aThe New Yorker
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Human brain exceptionalism

[W]hat is special about human brains, and what best explains the distinctive features
of human intelligence, is precisely their ability to enter into deep and complex
relationships with nonbiological constructs, props, and aids. This ability, however,
does not depend on physical wire-and-implant mergers, so much as on our openness
to information-processing mergers. (Clark 2003)
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“Information-processing mergers” (Clark 2003)

External objects that aid the mind’s reasoning
Example: paper and pencil to do arithmetic
Example: Cell phones

“Finnish youngsters have dubbed the cell phone ‘kanny,’ which means extension of the hand.”
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Natural-born Cyborgs

Our minds think with
Our biological brains

Our bodies
External objects
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Natural-born Cyborgs

Our minds think with

Our biological brains

Our bodies

External objects

Extended mind theory (extended cognition)
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Medicine makes extensive use of extended senses

Diagnostic imaging
Stethoscopes
Microscopes

So why not extend the mind?
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Limited Cognitive Capacity: Alfred North Whitehead

Civilization advances
by extending the num-
ber of important opera-
tions which we can per-
form without thinking
about them. (Whitehead
1958)
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Francis Bacon: Idols of the Mind (Bacon, Jardine, and Silverthorne
2000)

Tribe: Limitations of human understanding “distorts and corrputs [nature]”.
Cave: Biases, limitations of knowledge/experience of the individual man
Marketplace: Limitations of human language (“Plainly words do violence to the
understanding, and confuse everything; and betray men into countless empty disputes
and fictions.”)
Theatre: Inherited dogmas “which have grown strong from tradition, belief and
inertia”.

It is hard for humans to think and act rationally
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Healthcare has delivery challenges (Braithwaite, Glasziou, and
Westbrook 2020)
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Healthcare delivery challenge 2

Does AI in
healthcare need to
look the same
everywhere?

2Data are taken from the World Bank
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Overwhelming amount of information (Medicine et al. 2008)
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(Less) Imperfect Decision Making
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Three flavors of AI (in historical order)

Probability (1960s and 1990s)
Represent knowledge as as probabilities and use Bayes’ theorem to make inferences

Logic/Expert Systems (1970s and 1980s)
Represent knowledge as computable rules and relationships

Machine Learning (our current era)
Learn implicit or explicit relationships between data (input) and classifications,
predictions, etc. (output)
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Early Expert System AI in Healthcare: MYCIN (Shortliffe et al. 1973)

But with MYCIN, the program that
diagnoses disease and prescribes treatment,
the experts were not willing to do away with
the doctor and let the computer dispense
pills to each patient in the hospital.
“If a program such as MYCIN were acting
independently of a physician, I think that
would be inappropriate,” said Professor
Buchanan, who has a computer
terminal in his home. “The problem is
that human diseases are open-ended.
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MYCIN had about 600 expert crafted rules

(defrule 165
if (gram organism is pos)

(morphology organism is coccus)
(growth-conformation organism is chains)

then .7
(identity organism is streptococcus))

(defrule 52
if (site culture is blood)

(gram organism is neg)
(morphology organism is rod)
(burn patient is serious)

then .4
(identity organism is pseudomonas))
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Machine Learning in Healthcare: (Jackson 2023)

Lead author of the study Dr Kristina Lång, from Lund University in Sweden, said: “The greatest potential
of AI right now is that it could allow radiologists to be less burdened by the excessive amount of reading.
“While our AI-supported screening system requires at least one radiologist in charge of detection, it could
potentially do away with the need for double reading of the majority of mammograms, easing the
pressure on workloads and enabling radiologists to focus on more advanced diagnostics while shortening
waiting times for patients.”
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The most FDA (USA) approved “AI” tools are in imaging (FDA 2022)
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Why might imaging applications be so common?

Are radiologist (relatively) stupid?
Is radiology (relatively) hard?
Or is it about the availability of the data?
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But. . . Adversarial Example (Mitchell 2019)
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LLMs and Generative AI (e.g. ChatGPT)
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Fill in the blank

“This boy of 6 or 7 years had ——— and came in for studies.”

“This boy of 6 or 7 years had hematuria and came in for studies.”

What is the probability distribution for each token in a sequence?
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How are LLMs (e.g. ChatGPT) created? (adapted form (Szolovits
2023))

Training task: predict the next work in sentences from giant corpus, perhaps a trillion
(1012) tokens

Self-supervised: no human annotation is needed
Model: a giant neural network with around one trillion parameters

Trained model represents an approximation to the probability distribution of every
sequence of tokens

Lots of mystery about additional steps (e.g. hardwired rules for safety, policy)
ChatGPT predicts sequences 32 thousand tokens (words, punctuations marks, etc.)
long!

BE Chapman, PhD Thinking with Artificial Intelligence: Experiences from Healthcare2023-10-25 42 / 52



Peter Szolovits’ (MIT) musings (Szolovits 2023)

“Generative AI Seems Miraculous. . . but Science Abhors Miracles”

Why does a simple training method on vast amounts of human-created text exhibit
skills that it as not explicitly trained to do?
Why do models trained this way nevertheless “hallucinate”?

“Hallucinate”: confidently state factually inaccurate information
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Data Scarcity (Johnson et al. 2022)
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Microsoft’s responsible AI principles

1 Fairness - AI systems should treat all people fairly.
2 Reliability and safety - AI systems should perform reliably and safely.
3 Privacy and security - AI systems should be secure and respect privacy.
4 Inclusiveness - AI systems should empower everyone and engage people.
5 Transparency - AI systems should be understandable.
6 Accountability - People should be accountable for AI systems.

https://www.microsoft.com/en-us/ai/responsible-ai
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“A Unified Framework of Five Principles for AI in Society” (Floridi and
Cowls 2019)

1 Beneficence: Promoting Well-Being, Preserving Dignity, and Sustaining the Planet
2 Non-Maleficence: Privacy, Security and ‘Capability Caution’
3 Autonomy: The Power to Decide (to Decide)
4 Justice: Promoting Prosperity, Preserving Solidarity, Avoiding Unfairness
5 Explicability: Enabling the Other Principles through Intelligibility and Accountability

epistemological sense of ‘intelligibility’ (as an answer to the question ‘how does it
work?’)
ethical sense of ‘accountability’ (as an answer to the question ‘who is responsible for
the way it works?’)
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Erik Meijer

“Our jobs may be automated away, but lets have fun during the
process!”
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Thank you
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